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Goal of the Subject

The mathematics of modern computer science is built almost entirely on discrete math,
in particular Combinatorics and graph theory. Discrete math will help you with the
“Algorithms, Complexity and Computability Theory” part of the focus more than
programming language. The understanding of set theory, probability, matrices and
combinations will allow us to analyze algorithms. We will be able to successfully identify
parameters and limitations of your algorithms and have the ability to realize how complex

a problem/solution is.
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INTRODUCTION

In this book we tried to keep the syllabus of Discrete & Engineering Mathematics around the GATE
syllabus. Each topic required for GATE is crisply covered with illustrative examples and each chapter is provided
with Student Assignment at the end of each chapter so that the students get a thorough revision of the topics that
he/she had studied. This subject is carefully divided into eight chapters as described below.

Discrete Mathematics:

1.

Propositional Logic: In this chapter we study logical connectives, well-Formed formulas, rules for
inference, predicate calculus with Universal and Existential quantifiers.

Combinatorics: In this chapter we discuss the basic principles of counting, permutations,
combinations, generating functions, binomial coefficients, summations and finally we discuss the
recurrence relations.

Set Theory and Algebra: In this chapter we discuss the basic terms and definitions of set theory,
Operations on sets, relations and types of relations , functions and their types and finally group
theory, posets, lattices and boolean algebra.

Graph Theory: In this chapter we discuss the Special Graphs, isomorphism, vertex and edge
connectivity, Euler graphs, Hamiltonian and planar graph, trees and enumeration of graphs.

Engineering Mathematics:
5. Probability: In this chapter we discuss the basic probability and axioms of probability, Basic concepts

of statistics (mean, mode, variance and standard deviation), Discrete and continuous random variables
and their distributions.

Linear Algebra: In this chapter we discuss the Special matrices, Algebra of matrices and their
properties, inverse of a matrix, determinant of a matrix, solution of system of linear equations, LU
decomposition method, Eigen values and Eigen vectors and finally we discuss the Cayley Hamilton
theorem.

Calculus: In this chapter we discuss about Limits, continuity and differentiability, differentiation,
partial derivatives, applications of differentiation (Mean value theorems, increasing and decreasing
functions and maxima and minima of functions), methods of integration, and finally definite and
indefinite integrals and their properties.



CHAPTER

Propositional Logic

1.1  PROPOSITIONAL LOGIC; FIRST ORDER LOGIC

Logic: In general logic is about reasoning. It is about the validity of arguments. Consistency among
statements and matters of truth and falsehood. In a formal sense logic is concerned only with the form of
arguments and the principle of valid inferencing. It deals with the notion of truth in an abstract sense.

Truth Tables: Logic is mainly concerned with valid deductions. The basic ingredients of logic are logical
connectives, and, or, not , if.... then ...., if and only if etc. We are concerned with expressions involving these
connectives. We want to know how the truth of a compound sentence like, “x = 1 and y = 2” is affected by, or

determined by, the truth of the separate simple sentences “x = 1", “y = 2",

Truth tables present an exhaustive enumeration of the truth values of the component propositions of a
logical expression, as a function of the truth values of the simple propositions contained in them. An example of
atruth table is shown in table 1 below. The information embodied in them can also be usefully presented in tree
form.

The branches descending from the node A are labelled with the two possible truth values for A. The
branches emerging from the nodes marked B give the two possible values for B for each value of A. The leaf
nodes at the bottom of the tree are marked with the values of A A B for each truth combination of A and B.

1.2 LOGICAL CONNECTIVES OR OPERATORS

The following symbols are used to represent the logical connectives or operators.

MRDE ERSYH www.madeeasypublications.org Solveghﬁignﬁfi Cs
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And A (Conjuction)

or v (Disjunction)
not —(Not)

Ex-or @

Nand T

Nor d

if....then —(Implication)
ifandonlyif | < (Biconditional)

1. A (And/Conjuction): We use the letters F and T to stand for false and true respectively.

Table-1
A|B|AAB
FIF F
FIT F
T|F F
T|IT T

It tells us that the conjuctive operation A is being treated as a binary logical connective-it operates
on two logical statements. The letters A and B are “Propositional Variables”.

The table tells us that the compound proposition A A B is true only when both A and B are true
separately. The truth table tells us how to do this for the operator. A A B is called a truth function of
A and B as its value is dependent on and determined by the truth values of A and B.

A and B can be made to stand for the truth values of propositions as follows:

A : The cat sat on the mat

B : The dog barked

Each of which may be true or false. Then A A B would represent the compound proposition “The cat
sat on the mat and the dog barked”

A A B is written as A.B in Boolean Algebra.

2. v (Disjunction): The truth table for the disjunctive binary operation v tells us that the compound
proposition A v B is false only if A and B are both false, otherwise it is true.

AlB]AVB
FIF] F
FIT] T
TIF| T
TIT| T

This is inclusive use of the operator ‘or’.
In Boolean Algebra A v B is written as A + B.

3. —(Not):
The negation operator is a “unary operator” rather than a binary operator like A and its truth table is
A=A
F| T
T| F
MRDE ERSYH www.madeeasypublications.org Theory with | ~g
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The table presents — in its role i.e., the negation of true is false, and the negation of false is true.
Notice that — A is sometimes written as ~A or A",
4, @ (Exclusive OR or Ex - OR):
A @ B is true only when either A or B is true but not when both are true or when both are false.
A @ B is also denoted by A v — B.

A|B|A®B
FIF| F
FIT T
TI|F T
TIT] F
5. T(NAND):
PTQ=-(PAQ)
6. L(NOR):
PlQ=-(PvQ)
Note: PTP=P
PlLP=—P
PllrPla=prPva
PTQTPTQ=PAQ
PTPT@TQ=PvQ
7. — (Implication):
A—-B

— = T 7>
—H T 4 Tlw
_|

Note that A — B is false only when A is true and B is false. Also, note that A — B is true, whenever
A is false, irrespective of the truth value of B.

8. > (if and only if): The truth table is

A[B[AoB
FIF| T
FIT| F
TIF| F
T|T| 7T

Note that Bi-conditional (if and only if) is true only when both A & B have the same truth values.

(A <> B may be written as A == B)

Equivalences: B A A always takes on the same truth value is as A A B.

We say that B A A is logically equivalent to A A B and we can write this as follows BA A=A A B
Definition: Two expression are logically equivalent if each one always has the same truth value as
the other.

MRDE ERSYH www.madeeasypublications.org sm‘,J“Eﬁgnﬁfg; Cs
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Also,
BAA=AAB
BvA=AvB
AABAC)= (AAB)AC
Av(BvC)= (AvB)vC
These equivalence reveal A and v to be commutative and associative operations. But these are not
the only important equivalences that hold between logical forms.

AlB[A->B]| [A[B][-A[-AVB
FIF] (T FIF| T T
FIT||T FIT| T T
TIF| |F T|F|F F
TIT| (T T|T|F T

In the last columns in tables (Shown Bracketed) we have exactly same sequences of truth values.
So, A —-B=-AvB. Thus, we could do without the operation —.
Now, consider the following two truth tables.

A[B|AAB AlB[=A[=B[=Av=B[=(=Av-B)
FIF| (F FIFI T [T T F
FIT| |F FIT| T |F T F
T|F| [F TIF|F | T T F
TIT|T T|T| F | F F T

We see from the bracketed truth values that A A B is logically equivalent to — (= A v = B). Thus A
could be replaced by a combination of —mand v.

Similarly we could show that <> can be replaced by a combination of — and v.

We say therefore that (-, v) forms a functionally complete set of connectives.

We can also show that (=, A) also form a functionally complete set of connectives.

The NAND operator (T) by itself is also a functionally complete set. So is the Nor operator ({). These
both are minimal functionally complete set.

Notice that (v, A) is not a functionally complete set. Neither is (=), (v) or (A) by themselves functionally

complete.
Example 1.1 Obtain the truth table fora = (PvQ)A (P> Q) A (Q > P)
Solution:
P Q PvQ P—=Q (PVQ)/\(P%Q) Q=P o
T T T T T T T
TF T F F T F
F T T T T F F
FF F T F T F
MRDE ERSYH www.madeeasypublications.org Theory with | ~g
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1.2.1 List of Important Equivalences
AA0=0 Domination law A-0=0
Avi=1 Domination law A+1=1
Arl=A Identity of v A-1=1
AvO=A |dentity of A A+0=A
AAA=A |dempotence A-A=A
AvA=A |dempotence A+A=A
AAr=A=0 Complement law A-A=0
Ar—=A=1 Complement law A+A =1
— A=A Law of double negation (A=A
AAB=BAA Commutativity A-B=B-A
AvB=BVA Commutativity A+B=B+A
Av(BvC)=(AvB)vC Associativity A +B+C)=(A+B)+C
AABAC)=(AAB)AC Associativity A-(B-C)= (A B) C
AABvVC)=(AAB)V(AAC) Distributivity (B +C) = +A-C
Av(BAC)=(AvB)A(AvC) Distributivity +(B-C)= ( B)-(A+C)
AA(AvB)=A Absorption law ( +B)=A
Av(AAB)=A Absorption law A+(A-B)=A
—~(AAB)==Av-B De Morgan’s law (A-By=A"+8B
- (AvB)=—-Av-B De Morgan’s law (A+B)yY=A"-B
A—->B=-AvB A—->B=A"+B
AcB=(A—-B)A(B—A) A B=(A"—>B)(B"—A)

NOTE: @ (EX — OR) is commutative and associative, (NAND) and (NOR) are both commutative but not
associative. PA (Q@R)=(PA Q) ® (P AR)

Simplication

The various equivalence between logical forms provide us with a means of simplifying logical expressions.
For example, we can simply the logical forms.

(Av0)A(Av—=A)as follows:
AVOAAVvaA)=AAAVv=A)
=AAT(sihnceAv-A=1)=A
Similarly, (AA=B)A(AABAC)=AA=Bv(BAQ)
=AA((=BVvB)A(=BvQ)
=AA(1A(=BVvQ)
=AA(=BvO)

Since logic is a boolean algebra, it is always much easier to do simplification of logical expressions by
converting them first into its boolean algebra equivalents.
Example: AvO)A(Av—=A)=(A+0)-(A+A) =

Application to Circuit Design

(A)-(=A

One of most important application of Boolean algebra is to the design of electronic circuits and especially
to the design of computer logic. The basic logic functions ‘and’, ‘or’ and ‘not’ can be realised by electronic
devices called gates and these can be combined together to form complicated circuits. The ‘and’ connective is
realised by an ‘and-gate’ which is symbolised as follows:

A—] .
AND AB
B—

MRDE ERSY Theory with
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The idea is that if the AND-gate receives input signals on both the A and B input lines, there will be an out
put signal on the line marked A . B. If there is no input on either A or B or both there will be no output signal.
Similarly, an ‘OR-gate’ is symbolised as follows:

)t

If there is an input signal on either A or B or both, there will be an output signal on A + B.

Finally a NOT gate looks alike

In this case, if there is an input A, there will be no output and If there is no input A, there will be an output.
The input is said to be inverted or negated.
Similarly we have the NAND gate and NOR gate represented y represented by.

Byt e

1.3  WELL-FORMED FORMULAS (WFFS)

Consider P A Q and Q A P, where P and Q are any two propositions (logical statements). The truth table
of these two propositions are identical. This happens when we have any proposition in place of P and any
propositions in place of Q.

So we can develop the concept of propositional variable (corresponding to propositions) and well formed
formulas (corresponding to propositions involving connectives).

Definition: A propositional variable is a symbol representing any proposition. We note that in algebra, a
real variable is represented by the symbol x. This means that x is not a real number but can take a real value.
Similarly, a propositional variable is not a proposition but can be replaced by a proposition.

Definition: A well formed formula is defined as follows:

(1) If Pis a propositional variable then it is wff.

(i) If ais a wff, then — ais a wff.

(iii) If oand P are well formed formula, then (o v B), (o A B), (ov — B), (o <= B) are well formed formula.

NOTE: A wff is not a proposition, but if we substitute the proposition in place of propositional variable, we
get a proposition e.g., (P A Q) & Q is a wif.

Also note that “P = A Q <> Q" is not a wff. Similarly “P A Q v” is not a wff. This is because the above two
cannot be derived using rules i, ii and iii given above for wifs.

Duality Law
Two formulas A and A” are said to be duals of each other, if either can be obtained from the other by
replacing Aby v, vbyva,0by 1 (FbyT)and 1byO(TbyF).eg., Dualof(PAQ)vTis(PvQ)aF Dual of
A+1=1isA.0=0
Let A and A" be duals consisting of P, P,, ...P Propositional variables. By repeated application of De
Morgan’s Law, it can be shown that = A (P, P, ... P)=A" (=P, =P, ... = P).

n

MRDE ERSYH www.madeeasypublications.org SOWJ*’E?S&VSQ}; cs
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1.3.1 Truth Table for a Well-Formed Formula

If we replace the propositional variables in a formula a by propositions, we get a proposition involving
connectives. The table giving the truth value of such proposition obtained by replacing the propositional variables
by arbitrary proposition is called the truth table of a.

If ainvolves n propositional variables, we have 2" possible combinations of truth values of propositions
replacing the variables.

Tautology, Contradiction and Contingency
Definition: A tautology is a well formed formula whose truth value is T for all possible assignments of
truth values to the propositional variables. Such a wff is also called valid (always true).

NOTE: When it is not clear whether a given formula is tautology, we can construct a truth table and verify that
the truth value is T for all possible combinations of truth value of the propositional variables appearing in
given formula.

Example 1.2 Show that a = (P - (Q —» R)) —» ((P —» Q) — (P — R)) is a tautology.

Solution:

Truth table for o
PIQ|R|Q-R|P(Q->R|P-Q|PsR|I(P-Q—-(P—-R)| «
T|T|T T T T T T T
T|T|F F F T F F T
TIF T T T F T T T
T|F|F T T F F T T
FIT|T T T T T T T
F|T]|F F T T T T T
FIF | T T T T T T T
F|F|F T T T T T T

Since the truth value of ais T for every possible combination of truth values of P, Q and R, we can say
that o is a tautology.

Definition: A contradiction (or absurdity) is a wff whose truth value is F for all possible assignments of
truth values to the propositional variables.

e.g.,PA=Pand (P A Q) A= Q « are examples of contradictions

Truth table forP A = P

P —|P P/\—|P

10

_|
n

Truth table for (PAQ A= Q)

P Q |[PAQ|=Q|PAQA-Q
T T T F F
T|F | F |T F
F | T | F |F F
F I F | F |T F
MRDE ERSYH www.madeeasypublications.org Theory with | =g
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NOTE: o is contradiction if and only if — a is tautology.

Definition: A contingency is a wff which is neither a tautology nor a contradiction. In other words, a
contingency is a wff which is sometimes true of sometimes false.

Examples of contingency are PAQ,-PvQ,PA(PvQ)

Truth table for P A (P v Q)

P Q |PvQ P/\(PVQ)
T T T T
T F T T
F T T F
F F F F

Notice that P A (P v Q) is sometimes true and sometimes false.

Satisfiable and Unsatisfiable wffs

e A wffwhich is either a tautology or a contingency is called satisfiable.
e A wff whichis a contradiction is called unsatisfiable.

Equivalence of Well-Formed Formulas

Definition: Two wff aand b in propositional variables P,, P,, ....P_are equivalent if the formula a <> bis
a tautology.

When oo and B are equivalent we write o= .

NOTE: o and 3 are equivalent if and only if truth tables of a and b are the same.

1.4 NORMAL FORMS OF WELL-FORMED FORMULAS

We know that two formulas are equivalent if and only if they have the same truth table. The number of
distinct truth tables for formulas in P and Q is 24 (As the possible combination of truth values of P and Q are TT,
TF, FT, FF, the truth table of any formula in P and Q has 4 rows. So the number of distinct truth tables is 24). Each
row may be associated with either T or F value for the function involving P and Q. Thus there are only 16 distinct
formulas and any formula in P and Q is equivalent to one of these 16 formulas.

Here there is a method of reducing a given formula to an equivalent form called a ‘normal form’. We use
‘sum’ for disjunctions, ‘product’ for conjuction, and ‘literal’ either for P or for — P, where P is any propositional
variable.

Definition:

1. Anelementary product is a product of literals. An elementary sum is a sum of literals.

e.g.PA—=Q,-PAQ,PAQ,Pare elementary products PV v—-Q, Pv =R, P are elementary sums.

2. Aformulais in disjunctive normal form (DNF) if it is a sum of elementary products.

e.g. (P) v (Q AR) AND (P) v (= Q A R) are in disjunctive normal form.

Construction to obtain a disjunctive normal form of a given formula:

Step-1: Eliminate — and <« using logical identities.

Step-2: Use De Morgan’s law to eliminate — before sums or products. The resulting formula has — only

before propositional variables. i.e., it involve sum, product and literals.

Step-3: Apply distributive laws repeatedly to eliminate product of sums. The resulting formula will be a

sum of products of literals i.e. sum of elementary products.

MRDE ERSYH www.madeeasypublications.org SOWJ*’E?S&VSQ}; cs
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Definition: A min term in n propositional variables P, ... P is Q, A Q, ... A Q_ where each Q. is either
P.or— P. e.g. The min termin P, and P, are P, A P,. The number of min items in n variables is 2".

Definition: A formula o is in principal disjunctive normal form (PDNF), if o is a sum of min terms.

Construction to obtain the Principal Disjunctive Normal form of a given formula:

Step-1: Obtain a disjunctive normal form

Step-2: Drop elementary products which are contradictions (such as P A= P)

Step-3: P and — P are missing in an elementary product a replace a by (axA P) v (A= P)

Step-4: Repeat step 3 until all elementary products are reduced to sum of min terms. Use idempotent

laws to avoid repetition of min terms.

Definition:

1. Amaxtermin npropositional variables P, P,, ... P is Q, v Q, ...v Q , where each Q is either P,.or = P.

2. Aformula a is in Principal Conjunctive Normal Form if oo (PCNF) is a product of max terms.

For obtaining the principal conjunctive normal form of o, we can constant the principal disjunctive normal
form of — o and apply negation (—).

NOTE: For a given wff the PDNF form is unique the PCNF form is unique, if PDNF form or PCNF of 2 wffs are
same, they are equivalent.

Example 1.3 Show that —(p — g) and p A — g are logically equivalent.
Solution:
—(p—q) =—=(=pv Q) (Byusingp—g=-pvq)
= —(=pP)A—-Q (By using Demorgans law)
=pA-q (By using double negation law)
Example 1.4 Show that —=(p v (- p A @)) and = p A = g are logically equivalent by
developing a series of logical equivalences.
Solution:
LHS = =(pv(=p A Q)
=(p+(p'qQ)=(p+q=pqd
RHS =—-pA-q
=p'q
Therefore, LHS = RHS

Consequently =(p v(— p A Q)) and = p A — g are logically equivalent.

Example 1.5 Show that (p A @) = (p v q) is a tautology.

Solution:
(pArq)—(pv Qg =pg—(p+Qq)
= (pq) +(p+ Q)
=p'+q+p+q
=p+p+d+q
=1+qg+qg=1
Therefore, (p A g) — (p v Q) is a tautology.

MRDE ERSYH www.madeeasypublications.org 301veghg?(gnglig; Cs
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Two expression are logically equivalent if each one always has the same truth value

® (EX-O0R) is commutative and associative, (NAND) and (NOR) are both commutative

Summary
‘ as the other.
{ @ ) but not associative. PA (Q® R)=(PA Q)@ (P AR)

Q.1

Q.2

A wff is not a proposition, but if we substitute the proposition in place of propositional
variable, we get a proposition e.g., (= P A Q) < Q is a wff.

When it is not clear whether a given formula is tautology, we can construct a truth
table and verify that the truth value is T for all possible combinations of truth value of
the propositional variables appearing in given formula.

A contradiction (or absurdity) is a wif whose truth value is F for all possible assignments
of truth values to the propositional variables.

A contingency is a wff which is neither a tautology nor a contradiction. In other
words, a contingency is a wif which is sometimes true of sometimes false.

Two wff aand b in propositional variables P,, P,, ....P, are equivalent if the formula
a <> b is a tautology.

For a given wif the PDNF form is unique the PCNF form is unique, if PDNF form or
PCNF of 2 wffs are same, they are equivalent.

Quantified parts of predicate formula such as Vx P(x) or 3x P(x) are propositions. We
can assign values from the universe of discourse only to free variables in a predicate

d

formula a.
— : List-II
% Stut-lents 1. Pv(QvR)=(PvQ)VvR
Assignments 2 PyvQ=QvP
3. —|(PVQ) =P A-Q
The logical expression (P A Q) = (R'AP)) =P 4. Pv(PAQ)=P
(a) atautology Codes:
(b) acontradiction A B CD
(c) acontingency @1 2 3 4
(d) Allthe above b4 3 1 2
The principal conjunctive normal form is 1 4 38 2
(d2 1 4 2

Q.3

(@) sum of products
(b) product of sums
(c) sum of max-terms
(d) product of max-terms

Match List-l with List-1l and select the correct
answer using the codes given below the lists:
List-1

Associative law

Absorption law

Demorgans law

Commutative

Cow>»

Q.4

Consider the following statements:
S;:Rv(PvQ)
is a valid conclusion from the premises
PvQ R>Q M—-Pand-M
S,ca—>b, - (fve)=-b
then
S, istrue and S, is invalid
S, is false and S, is invalid
Both are true
Both are false

—~ o~ o~ —~
o o
= L =
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Q.5 The following propositional statement is (i) (P= Q)= (Q = P) always holds, for all
[(p=nNA(@g—=nNl—=Upvag—n] proposition P, Q.
(a) tautology (i) (PvQ)=Q)=(Q=(PvQ))always holds,
(b) contradiction for all propositions P.
(c) neither tautology nor contradiction (@) (i)is true, (ii) is false
(d) notdecidable (b) Both (i) and (if) are true
Q.6 Identify the correct translation into logical notation (c) (i)is false, (ii) is true
of the following assertion (d) Both (i) and (i) are false
“All connected bipartite graphs are nonplanar” Q.10 Which of the following is tautology?
@ v [~connected(x) v ~ biparite ] @ xvy—-yaz
| (x)A ~ planar(x) ] 0) xAy—-yvz
) xvy—>y—>=z
() Vx [ ~connected(x) v ~ biparite | dx>y—>(y—2
L)V~ planar(x) - Q.11 Suppose
© v [~connected(x) A ~ biparite ] P(x) : x is a person.
X .
| (x)A ~ planar(x) ] F(x, y) : x is the father of y.
. . M(x, y) : x is mother of .
(d) Vx ~connected(x) A ~ biparite What does the following indicates
L(x)v ~ planar(x) ] (32) (P(2) A F(x, 2) A M(2, ¥))
Which of the followi , (@) xis father of mother of y
Q.7 \ |c|: .o the fo oyv:ng; statements a.re. true” (b) yis father of mother of x
() It IZ no; possible for the propositions P v Q (©) xis father of y
and —P v —Q to be both false. To be both (d) None of the above
false.
(ii) Itis possible for the proposition P—(—P - Q) Q.12 Give the converse of “If it is raining then | get
to be false. wet”.
(@ Only (i) is true (@) Ifitis notraining then | get wet
(b) Only (ii) is true (b) Ifitis not raining then | do not get wet
(c) Both (i) and (ii) are true (c) Ifit get wetthen itis raining
(d) Both (i) and (i) are false (d) If I do not get wet then it is not raining
Q.8 Which of the following statements are true? Q.13 Which of the following is true?
() (P—Q)—R)—((R—Q)— P)isatautology (@) —~(p=q)=pr-q
g - . (0) =(p<qg)=(pv—-9) v(ga-p))
(i7) Let A, B be finite sets, with |A| = mand (©) —(3x (p (x) = q(x)) = Vx (p(x) = ()
|B| = n. The number of distinct functions ) ; D) = Vi plx) - vrp q
f: A — B is there from A to B is m". Pl
(@ Only (i) is true
A H
(b) Only (i) is true nswer Key
(c) Both (i) and (ii) are true 1. (¢ 2. (d) 3. (c) 4. (@) 5. (a)
(d) Both (i) and (ii) are false
6. (b) 7. (a) 8. (d) 9. (c) 10. (b)
Q.9 State whether the following statements are true
11. () 12. () 13. (a)
or false?
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B o

The logical expression

(PAQ)=>R AP)=P

can be converted in Boolean Algebra notation
as,

pg=rp)=p

((pgy +r p)=p

=(P’+q +rp)=p
((p"+rp)+d)=p
((p"+p)-(p+r)+q)=p
=(p+r+q)=p
=(p'+r+q)+p=prg+p

=p

.. The given expression is a contingency.

B e
S,:PvQR-QM—=P~M=Rv(PvQ)
In boolean algebra notation the above expression
is written as
(p+q)-(g+r)-(p+m)-m=r+p+q
=(@+pr)(mM)=r+p+q

gn’ +prm=r+p+qg

=(gm +prm’)+r+p+q

=g +mEP +r+mr+p+q

=gp+qgr+gm+mp '+ mr+m+r+p+q

(by absorptionlaw)=g'p"+ r+ m+ p+ g

=(p+p)-(p+q)+r+m+q

=p+qg+r+m+gq

=p+r+m+1=1

s S, istrue

S,:a—=b,~(fvc)=-0b

In boolean Algebra notation

S,=(a— b)(fve)y=0b

=@+b)-(fc'y=> b

=[(@+b)-(fc)] + b

=(@+ by +(fc)' + b

=ab' +f+c+ b

=f+c+ b

which is a contingency

- S, s invalid.

—~

(5. B

[(p—=>nNAr(g—-nN]—[(pvq) —r]
P+n@+n—->@E+q +r
(r+pq)—>P+aq)+r
=(r+pq)Y+(p+q)+r
=r(p'q) +p'q+r
=r(p+q)+pq+r
=sr'p+rqg+p'q +r
=(r+r)-(r+p)+rg+pq
=r+p+rg+pq
=(r+r)(r+ g +(p+p)(p+q)
=r+qg+p+4q

=sr+p+1=1

.. tautology

(6. 0]

The correct translation is

Vx[(connected(x) A bipartite(x)) — ~ planar(x)]
however, since p — g=~ p v g, we can write
the above expression also as,
Vx[~connected(x) v~bipartite(x) v ~ planar(x)]

7.

If P v Qis false, then both P and Q are false.
SO,ﬁPVﬁQE—lFVﬁFETVTET

. (i) is true
Consider (if)
P>(=P->Q) =P->(P' -Q)
=P->P+Q

=P +P+Q=1+Q=1
It is a tautology, So (ii) is false.

(3. JC)

(i) Using boolean algebra, we can shown that
the given expression reducesto P + R + Q’
which is not a tautology.

(it) For each elementa e A, we have npossible
choices for value of f(a). Thus there are n™
possible functions.

() P=Q)=(Q=P)
=(P+Q) —(Q +P)
=P+Q +Q +P
=PQ +Q +P=P+Q
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